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C
onductance measurements through
molecular junctions have been at the
forefront of nanoscale research for

over a decade.1�3 This work is motivated
by the potential for fabrication ofmolecular-
based electronic circuit elements4 and,
perhaps more so, discrepancies in the
experimentally5 and theoretically6 reported
conductance through a single molecule.
The discrepancies have improved over the
years,7 due in part to the development of
highly automated and optimized experi-
mental techniques (e.g., scanning tunneling
microscopy break junction method,8�10

nanofabricated mechanically controllable
break junction technique11,12), as well as
the emergence of theoretical tools (e.g.,
self-consistent GW calculations,13 approxi-
mate self-interaction corrections14,15) ca-
pable of more accurately describing the
HOMO�LUMO gap and energy level lineup
between a molecule and two leads. More-
over, it has been repeatedly demonstrated
that a spectrum of structures exists in the
experiments, some ofwhich seem to appear
more frequently than others based on the
relative peak heights in histograms of the
conductance.8�12,16�23 For example, recent
low-temperature (4.2 K) measurements of
benzene-1,4-dithiolate (BDT) showed sev-
eral peaks between 10�3 G0 and 0.5 G0,
where G0 = 2e2/h.23 Results such as these
have shifted focus away from reproduc-
ing a single value of conductance toward,
more generally, determining the structures
responsible for the most probable con-
ductance values in a given experimental
setup.21 Taking cues from experiments,
researchers on the theoretical side have
recently begun calculating the conduc-
tance of an ensemble of molecular junction

structures.15,24�30 Structures are obtained
using molecular dynamics simulations in
which the molecular junction is evolved
through mechanical elongation15,24�26

or compression26 or by thermal activa-
tion.27�30 Valuable information about how
local structural conformations (e.g., oligo-
meric gold�thiolate units25 and tilt angle26)
influence the trends in conductance has
been provided by these studies. However,
environmental factors (e.g., monolayer in-
teractions, nonideal electrode geometry)
have not yet been included in these simula-
tions, despite the fact that they are likely to
influence the results.21,31
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ABSTRACT

Using an updated simulation tool, we examine molecular junctions composed of benzene-1,

4-dithiolate bonded between gold nanotips, focusing on the importance of environmental

factors and interelectrode distance on the formation and structure of bridged molecules. We

investigate the complex relationship between monolayer density and tip separation, finding

that the formation of multimolecule junctions is favored at low monolayer density, while

single-molecule junctions are favored at high density. We demonstrate that tip geometry and

monolayer interactions, two factors that are often neglected in simulation, affect the bonding

geometry and tilt angle of bridged molecules. We further show that the structures of bridged

molecules at 298 and 77 K are similar.

KEYWORDS: molecular junction . molecular wire . molecular electronics .
molecular simulation . mechanically controllable break junction . electron
transport . single-molecule conductance . gold nanowire . benzenedithiol

A
RTIC

LE



FRENCH ET AL. VOL. 6 ’ NO. 3 ’ 2779–2789 ’ 2012

www.acsnano.org

2780

Balancing accuracy and computational efficiency is a
major challenge for simulations of molecular junctions.
Simulations need to accurately capture the preferred
bonding geometries while also incorporating environ-
mental factors found in experiment. Quantum me-
chanical (QM)-based methods, such as density
functional theory (DFT), are capable of accurately
resolving molecular-level bonding, but the high com-
putational cost of QM methods may limit the system
size, reduce the total number of independent state-
points, and require simplifications to the local junction
environment (e.g., neglecting monolayer effects, em-
ploying ideal electrode geometries, and considering
single-molecule junctions only).15,24�26,32�34 Addition-
ally, energy minimizations often included in DFT
calculations15,26 may produce configurations that are
not likely for thermal systems. Methods based on
classical force fields have also been used to simulate
molecular junctions27�30 and related systems.35�37

Classical force field (CFF) methods (i.e., molecular
dynamics (MD) and Monte Carlo (MC) simulation38)
are able to handle larger system sizes and more state-
points than QM methods; however, metal�molecule
interfaces exhibit complex bonding with preferred
bonding sites that cannot be easily captured by con-
ventional CFF models and methods.39 Previous CFF-
basedMD simulations ofmolecular junctions have only
considered ideal junction environments, for example, a
single molecule sandwiched between perfectly flat
electrode surfaces.27,28,30 This is in contrast to experi-
mental systems, where the bridged molecule may
be surrounded by other adsorbed molecules (i.e., a
monolayer) with electrodes that have curved geome-
tries resulting from, for example, the rupturing of a
Au nanowire (NW), as carried out in the mechani-
cally controllable break junction (MCBJ) experimental
technique.5,11,12 Reactive force fields (e.g., ReaxFF) have
shown promise as a compromise between QM and CFF
methods,40 but parameters for metal�molecule sys-
tems are still under development.
Here, we present an updated CFF method that

balances computational efficiency and accuracy. The
method builds from our previously developed hybrid
MD�MC method36 and is capable of incorporating
conditions more representative of experiment than
previous work. The technique allows larger systems
with multiple bridged molecules, a large number of
statepoints, and more realistic environmental factors
to be considered, while retaining high accuracy
through the use of bonding parameters derived from
DFT calculations.39 Additionally, we extend our prior
work36 by performing simulations within the semi-
grand canonical ensemble,41 which includes MC
moves designed to improve sampling of the preferred
metal�molecule bonding geometries, further dif-
ferentiating our technique from previous CFF-based
studies. Using this approach, we are able to simulate

important aspects of MCBJ experiments (see Figure 1),
from formation of a self-assembled monolayer (SAM)
onto a Au NW surface to elongation and rupture of the
NW and finally to trapping of a small number of
molecules (between 1 and 4) in a break junction.
We demonstrate the novelty and utility of this

simulation technique by generating a statistical en-
semble of Au�BDT�Au junctions, examining in detail
the number, tilt angle, and bonding geometry of
bridgedmolecules. By varying the extent of monolayer
coverage, we find that monolayer packing is influential
in the formation of single- and multimolecule junc-
tions. We also perform simulations with idealized tip
geometries bothwith andwithoutmonolayers to allow
comparison with systems commonly used in simula-
tion and theory.18,22,42�44 Lastly, we demonstrate that
temperature can be used to control the number of
bridged molecules. The computational tractability
of the simulation method allows us to perform over
1000 simulations, resulting in statistics on par with
experiment.

RESULTS

To generate nonideal electrodes that are represen-
tative of those found in MCBJ experiments, we first
perform 10 independent simulations of the elonga-
tion and rupture of BDT-coated 1.9 nm diameter Au
NWs (see Methods). The NWs are elongated in the
[001] direction at a rate of 1 m/s and temperature of
298 K using a hybrid MD�MC technique. The next
step in the MCBJ process, and the aspect we focus on
in this paper, is the formation of a molecular junction,
which we simulate using a MC-based method.
Coupling each ruptured NW tip with one another
(including a tip with itself) yields a total of 210 unique
electrode�electrode combinations for performing
simulations of the molecular junction formation pro-
cess. We simulate a mixture of two BDT species, one of
which bonds at on-top sites while the other bonds
at on-bridge sites. Previous experimental45,18 and
theoretical39,46�48 studies have demonstrated that

Figure 1. Snapshots depicting the simulation procedure. (a)
BDT self-assembles onto an unstretchedAuNW; a closeup is
shown in (b). (c) Au point contact in the necked region of the
NW after∼3.5 nm of elongation. (d) Following NW rupture,
the bulk BDT is evaporated from the simulation box. (e)
Ruptured NW tips are brought together, resulting in the
formation of a molecular junction.
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the on-bridge site is the energetically favored bond-
ing site for benzenethiolate39,45,47 and alkanethio-
lates,18,46,48 while on-top sites are important in low-
coordination environments.18 We implement BDT
identity swap moves during MC sampling, which
allows BDT to chemisorb to preferred sites. The
interaction potentials for BDT bonded at on-top
and on-bridge sites were previously fit to DFT
calculations,39 thus enabling us to perform simula-
tions in a classical framework while retaining high
accuracy.
Following NW rupture, we displace the Au tips in

the x�y plane such that the bottom-most and top-
most Au atoms in the top and bottom tips, respec-
tively, are aligned along the z axis. Next, the tips are
gradually pushed together, from Z = 20 Å to Z = 6 Å
(where Z is the interelectrode distance), over the
course of 25 million MC moves. We end each run at
Z = 6 Å since direct tunneling between electrodes has
been shown to occur for Z < 6 Å.15,26 Figure 2a shows
a typical plot of the number of bridged BDT mol-
ecules as Z is decreased. Initially, at large values of
Z, zero molecules are chemically attached to both
electrodes. At Z < 11 Å, a single-molecule junction
forms, as shown in Figure 2b. As Z is decreased
further, two (Figure 2c) and eventually three
(Figure 2d) molecules connect in parallel. A movie of
the simulation depicted in Figure 2a�d is included as a
Web-enhanced graphic. The movie and all images in
this paper were rendered using Visual Molecular
Dynamics.49

Surface Coverage Effects. We first explore the impact
of monolayer packing by performing 210 simula-
tions for each of four different surface coverages:
0.30, 0.40, 0.50, and 0.65 ( 0.03. Surface coverage is
defined here as the number of adsorbed molecules

divided by the number of Au surface atoms;
0.65 ( 0.03 is the maximum surface coverage
obtained for the 20 ruptured Au NW tips, which
closely matches the reported coverage for alkan-
ethiolates on Au nanoparticles with a diameter of
1.3�1.4 nm.50

Using molecule number data such as those shown
in Figure 2a, we construct histograms (see Figure 2e) of
the number of bridged molecules as a function of Z,
with separate panels representing (from top to
bottom) decreasing surface coverage and the color
of the histogram bars corresponding to the number of
bridged BDT molecules (n). We observe that the histo-
grams of bridged molecules tend to increase with
decreasing Z, with the exception of the n = 1 case,
which exhibits a peak at all four surface coverages.
These peaks, which are indicated with red arrows,
appear due to the rate of formation of multimolecule
junctions exceeding that of single-molecule junctions;
these peaks shift to higher Z for lower surface
coverages.

We also observe in Figure 2e that n depends on
surface coverage. For most Z, the formation of at least
one bridged molecule (n > 0) is most likely for surface
coverage 0.50 and least likely for 0.30. The optimal
surface coverage for forming a single bridged BDT
(n = 1) depends on Z; for Z > 10 Å, intermediate
coverages (0.40/0.50) provide the highest probability,
while for Z < 9 Å, n = 1 is most probable at maximum
coverage (0.65 ( 0.03). Low surface coverages (0.30/
0.40) tend to result in the highest occurrence of
multimolecule junctions. Experimentally, conduc-
tance histograms often exhibit peaks at integer mul-
tiples (n) of a fundamental conductance value, with n

corresponding to the number of molecules in the
junction.8,12,16,18 Two- and three-molecule peaks

Figure 2. bW (a) Typical plot showing the number of bridged BDTs as the interelectrode separation, Z, is decreased. This
particular simulation results in (b) one bridgedmolecule from Z∼ 10.6�8.4 Å, (c) two bridgedmolecules from Z∼ 8.4�7.6 Å,
and (d) three bridged molecules from Z ∼ 7.6�6.0 Å, with the corresponding images shown below. The bridged and
nonbridged BDT are rendered differently in the images for clarity. A movie of this simulation can be viewed as a Web-
enhancedgraphic. (e) Histogramsof the number of bridgedmolecules as a function of Z. The histogrambar colors correspond
to the number of bridgedmolecules. The red arrows indicate the maximum Z at which the single-molecule histograms are at
least 98% of their peak values.
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often occur in break junction experiments;8,12,16 four-
molecule peaks have also been observed.18 These
data match our results. Additionally, the relative peak
heights in experiment generally decrease with larger
n, which from Figure 2e holds for most surface
coverages and values of Z in our simulations. We
conclude that the trends we observe in our simula-
tions are in good agreement with experimental
results, thus validating our methodology.

It is important to note that surface coverage
generally varies between experimental setups, with
some experiments conducted at low coverages in
order to provide available bonding sites for molecu-
lar bridging11,20,21,51,52 and others performed with
the bridging molecules diluted in a dense matrix of
nonbridging adsorbate molecules.31,53 In the seminal
work of Reed and co-workers,5 the break junctionwas
exposed to a solution of BDT for a long period of time,
resulting in a densely packed monolayer on each of
the Au nanotips. Subsequent theoretical work42 sug-
gested that the low conductance observed by Reed
and co-workers could be attributed to weak electrical
coupling between two overlapping BDTmolecules; in
other words, chemical contact between a single
molecule and the two electrodes was not estab-
lished, owing to the lack of available bonding sites
on each nanotip. Our results show evidence of such
effects, but not to the degree that a single-molecule
junction cannot form. That is, we observe that
squeezing a single molecule into an already dense

monolayer is compensated by the addition of a S�Au
chemical bond; however, the energetic penalty for
fitting more than one molecule is often too great to
overcome. Note that the tip curvatures in our simula-
tions may differ from those of Reed et al.,5 which may
influence whether a molecule is able to bridge in
densely packedmonolayers. We do not consider such
effects here.

In addition to changing the number of available
bonding sites, the packing density of a monolayer
also affects the mobility of adsorbed BDT and thus
influences whether a molecule can adopt one of the
specific geometries required for bridging. The re-
duced interactions between adsorbed BDTs, along
with the increased availability of bonding sites, is the
cause of the shifting in single-molecule peaks to
larger Z at lower coverages, as a second molecule
can more easily bridge. This is also the cause for the
large n > 0 histograms at intermediate coverages and
large multimolecule histograms at low coverage. It is
somewhat surprising that the formation of three or
four bridged BDTs ismore likely at low coverage since
one might expect the number of molecules on each
tip to be the dominant factor in determining the
number of bridged molecules.54 We point to the
reduced monolayer interactions as the cause for this
somewhat counterintuitive behavior. We also note
that, in experiments conducted at low coverages,
there is often evidence of multimolecule junc-
tions.12,20,21 While the exact surface coverage in

Figure 3. (a) Molecular junction composed of two ideal, atomically sharp Au tips (at Z = 10.15 Å) and a single bridged BDT
molecule. The bridgedBDT andnonbridged BDTs are rendered differently for clarity. (b) Histograms of the number of bridged
molecules at various values of Z. (c) Bondinggeometry for bridgedBDTmolecules as a functionof Z. Eachpanel represents the
fraction of different combinations of on-top and on-bridge bonding, with (from top to bottom) “T-T” denoting on-top
bonding at both tips, “T-B” denoting on-top bonding at one tip and on-bridge bonding at the other, and “B-B” denoting on-
bridge bonding at both tips. (d) Tilt angle, θ, versus Z.
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these experiments is unknown, Figure 2e indicates
that the relative frequency at which multimole-
cule junctions form will depend on Z and surface
coverage.

Role of Nonideality. In order to examine the impact of
realistic environmental features, we next compare our
MCBJ simulation results with those for idealized sys-
tems. First we explore the effect of using an ideal tip
geometry. The ideal tip, which is shown in Figure 3a, is
an atomically sharp, pyramidal structure, reminiscent
of the electrode geometries used in numerous pre-
vious theoretical studies.18,22,42�44 Note that for the
remainder of this paper we will only consider inter-
mediate surface coverages of 0.40.

Figure 3b plots histograms of the number of
bridged BDT molecules as a function of Z, with the
ideal and NW tip results shown at top and bottom,
respectively. The histograms demonstrate a tip ge-
ometry dependence; the probability of having n > 0
is higher for the ideal tips at Z < 10 Å, while the ideal tip
histograms change more rapidly than those for the
ruptured NW tips. We further assess the impact of tip
geometry by plotting the bonding geometry as a
function of Z, shown in Figure 3c. The separate panels
display the three possible combinations of sites (i.e.,
on-top/on-top, on-top/on-bridge, and on-bridge/
on-bridge) binding a bridgedmolecule. In general, on--
bridge sites become more available for molecular
bridging at lower values of Z, especially for the ideal
tips where only on-top sites are accessible for bridging
at high Z. In contrast to the ideal tip, a ruptured NW tip
can be relatively flat at its apex, with on-bridge sites
accessible at high Z. Lastly, we plot the tilt angle of
bridgedmolecules, shown in Figure 3d. Before discuss-
ing these results, we introduce a simple compression
model as a first approximation for relating the inter-
electrode separation, Z, to the tilt angle, θ:

Z(θ) ¼ DS�S cos θþ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2
S�Au � D2

S�S sin
2 θ

q
ð1Þ

where DS�S is the distance between S atoms in a BDT
molecule (6.28 Å for our rigid model of BDT) and DS�Au

is the equilibrium S�Au bond distance (2.29 Å for on-
top bonding). This model assumes that the S atoms
remain bonded to the on-top sites of each tip (with
DS�Au = 2.29 Å), the BDT center-of-mass falls along the
z axis made by the two Au tips, and the tips are aligned
in the x�y plane. We find that these first two assump-
tions often break down for low Z; nonetheless, eq 1
establishes a baseline for comparison of tilt angle data
and qualitatively captures the behavior expected from
a bridged molecule that remains at the tip apex while
compressed, as opposed to one that migrates to sites
along the side of a tip. We note reasonable agreement
between our compression model and the tilt angle
data in Figure 3d, especially for the ideal tips. While the
tilt angle trajectory of any single bridgedmoleculemay

differ significantly from the average behavior, as evi-
denced by the large uncertainty bars, the average
trends are in qualitative agreement with the compres-
sion model, suggesting that molecules tend not
to migrate to sites along the sides of the tips. For
Z < 10 Å, the nonideal tips result in tilt angles that are,
on average, higher than those for ideal tips, indicating
that the migration of bridged molecules to sites along
the side of the tips is less common in systems with
nonideal tips.

We next demonstrate the effect of a monolayer on
the bonding geometry and tilt angle of bridged mol-
ecules. After obtaining 20 differentmonolayer arrange-
ments on the ideal tip (Figure 3a), we perform 210
simulations using each unique combination of the 20
BDT-decorated tips. We identify 12 runs resulting in the
formation of a single-molecule junction at Z > 11 Å.
Using these single-molecule structures as the starting
point, we then perform simulations in which the
remaining monolayer molecules are absent from the

Figure 4. Comparison ofmolecular break junction behavior
in the presence and absence of a monolayer. (a) Bonding
geometry for bridged BDT molecules as a function of Z. See
the caption in Figure 3 for definitions of the abbreviated
terms. (b) S�Au bond energy versus Z for a single bridged
BDT molecule, neglecting monolayer effects. (c) Tilt angle,
θ, as a functionof Z. The compressionmodel (eq 1) is plotted
as the red curve. The inset histograms show the distribution
of tilt angles.
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electrodes, enabling us to assess the impact of adsor-
bate interactions with the bridged molecule.

In Figure 4a, we present the bonding geometry of
the bridgedmolecules, with similar trends observed for
the monolayer and no-monolayer scenarios, but with
quantitative differences. Recall that high monolayer
density limits the availability of bonding sites while
also reducing molecular mobility, which is responsible
for the larger on-bridge peak in the no-monolayer
systems shown in Figure 4a. To further investigate
why the bonding geometry changes with Z, it is
instructive to analyze the S�Au bond energy. In
Figure 4b, we present the average S�Au bond energy
versus Z for the no-monolayer runs. Because there is no
monolayer present, the bridged molecule is able to
freely explore the energetically favored sites at each
tip. At large Z, molecular bridging is only possible with
on-top/on-top bonding geometry; as Z is decreased,
the energetically more stable on-bridge sites become
accessible for bridging; for low values of Z, the com-
pression of the tips gives rise to situations where on-
bridge/on-top bonding geometry becomes energeti-
cally competitive with a somewhat strained on-bridge/
on-bridge connection.

Figure 4c plots the tilt angle versus Z of bridged
molecules in the presence and absence of amonolayer.
The compressionmodel (eq 1) is also shown (red curve)
for reference. We find that the tilt angles of bridged
BDTs for Z > 9.5 Å agree closely for the cases where a
monolayer is present and absent. This regime is char-
acterized by low tilt angles and, for Z > 11 Å, long S�Au
bond lengths. The maximum value of Z for which a
bridged molecule forms is 12.11 Å. This value of Z
requires an average S�Au bond length of 2.92 Å, in
close agreement with the reported S�Au bond rupture
distance of 2.86 Å.15 For Z < 9.5 Å, the monolayer and
no-monolayer results differ markedly. In the presence
of a monolayer, the tilt angles of bridged mole-
cules trend upward, indicative of the confinement of
bridged molecules to the tip apex. In the absence of a
monolayer, the bridged molecules exhibit different tilt
angle behavior, undergoing abrupt changes that coin-
cide with changes in the bonding geometry (see
Figure 4a). The inset in Figure 4c shows the entire
distribution of tilt angles of bridgedmolecules. Bridged
molecules reach amaximum of∼30� in the absence of
a monolayer and exhibit two preferred tilt angles at 2.5
and 14.5�. On the other hand, the tilt angle distribution
for bridged molecules in the presence of a monolayer
is relatively flat from θ = 2�35�, with a maximum value
of ∼50�.

The differences we highlight for idealized systems
are significant since the bonding geometry and tilt
angle of bridged molecules have been demonstrated
to affect experimentally observed properties, namely,
conductance and inelastic electron tunneling spectra
(IETS). Conductance has been shown to scale linearly

with the number of bridgedmolecules,55 while various
studies11,20,23,56 have demonstrated that bonding geom-
etry and tilt angle can affect conductance by an order
of magnitude or more. For example, Haiss and co-
workers20 showed that increasing the BDT tilt angle
from θ = 0� to θ = 50� results in close to an order of
magnitude increase in conductance, with the most
pronounced increases occurring between θ = 30�
and θ = 50�. Recall from the histograms in Figure 4c
that the maximum tilt angle with a monolayer present
is∼50� but only∼30�with no monolayer. Thus, in this
case, neglecting monolayer effects could result in
significant underpredictions of conductance. In addi-
tion to affecting conductance, bonding geometry and
tilt angle have also been shown to influence the IETS of
molecular junctions.34

Role of Temperature. The results presented until now
have been for a temperature of 298 K.We now consider
a temperature of 77 K, which corresponds to cryo-
genic conditions and has been used in experiments

Figure 5. Comparison ofmolecular break junction behavior
at 298 and 77 K. (a) Histograms of the number of bridged
molecules at various values of Z. (b) Bonding geometry for
bridged BDTmolecules versus Z. See the caption in Figure 3
for definitions of the abbreviated terms. (c) Tilt angle, θ, as a
function of Z.
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of Au�BDT�Au junctions.12 We employ the same 20
ruptured NW tips for both temperatures, performing
210 simulations in each case. Figure 5a shows histo-
grams of the number of bridged molecules as a func-
tion of Z, at 298 and 77 K. Clearly, 298 K results in a
significantly higher probability of forming a molecular
junction composed of any number of molecules, for a
majority of Z; thus, the reduced mobility of the BDT
molecules at 77 K is detrimental to molecular bridging.
We further examine the influence of temperature by
plotting the bonding geometry and tilt angle in
Figure 5b,c, respectively. Overall, the quantitative dif-
ferences between the two temperatures are small. In
Figure 5b, the fraction of on-top sites binding a bridged
molecule is slightly higher at 77 K and low Z. We
attribute this to molecules being unable to migrate
off of on-top sites after bridging there at large Z. This
explanation is corroborated by data in Figure 5c, which
displays higher tilt angles at 77 than 298 K, indicating
that confinement of bridged molecules to the tip apex
takes place more often at the lower temperature.

To our knowledge, no experimental data have been
reported comparing the number, bonding geometry,
or tilt angle of bridged molecules at different tempera-
tures. Studies on temperature-dependent behavior
have focused on other properties such as mechanical
stability12 and conductance.57,58 MCBJ studies of
Au�BDT�Au junctions at 77 K12 and 4.2 K23 have
shown discernible peaks in histograms of conduc-
tance, but in neither case was an analysis of the relative
peak heights at different temperatures reported. At
77 K, Tsutsui and co-workers12 observed a peak in the
BDT conductance histogram at 0.011 G0, matching the
reported value at 298 K;11,16 this finding implies not
only that coherent tunneling remains the dominant
electron transport mechanism in the temperature
range but also that the most frequently occurring
structures at 77 and 298 K are similar. Our results in
Figure 5b,c support this latter conclusion, especially
for high Z, as the bonding geometry and tilt angle are
very similar at the two temperatures.

DISCUSSION

Though the precise causes are not fully understood,
it is generally agreed that the environmental factors of
a given experimental setup affect the conductance
through a molecule. The conductance of a bridged
molecule diluted in a monolayer of nonbridging ad-
sorbate molecules has been shown to change when
different adsorbate molecules are employed;31 this
result was explained by changes in the relative surface
coverage for different adsorbates, which can alter the
electrode work function. Building from this body of
work, our results suggest that changes in the electrode
work function may not be the only factor affecting
conductance, as the bonding geometry and tilt angle

of bridged molecules are both influenced by mono-
layer density. In particular, monolayer density influ-
enceswhether amolecule is able to sample the specific
geometries required for bridging while also affecting
the availability of preferred adsorption sites. The de-
tailed atomic structure of the electrodes also influences
the availability of bonding sites. Note that electrode
geometry and bonding geometry have been linked
previously.21 Haiss et al.21 performedmeasurements of
single-molecule conductance using four different ex-
perimental techniques, with each method producing
different relative populations of the conductance his-
togram peaks. The authors ascribed this behavior to
changes in the electrode geometry between methods,
which affected the most probable bonding geome-
tries. Our results also indicate that electrode geometry
affects the most probable bonding geometries. While
ideal, atomically sharp tips predict a predominance of
on-top/on-top bonding geometry at high Z, ruptured
NW tip geometries allow on-bridge bonding at high Z.
However, environmental factors do not greatly

affect the properties of a junction in all cases. For
instance, with BDT, it may be reasonable to ignore
certain environmental effects for interelectrode
separations of greater than ∼9.5 Å. In this regime, the
tilt angle is similar regardless of the temperature and
whether adsorbate molecules are present, and the
probability of forming a multimolecule junction is
low; this makes Z > 9.5 Å well-suited for comparisons
between experiment, theory, and simulation since
simplified treatments of the junction environment do
not significantly affect the properties. On the other
hand, for Z < 9.5 Å, tilt angle data diverge in cases
where monolayer effects are ignored and the prob-
ability of forming multimolecule junctions increases
appreciably. In this regime, using simplified treatments
for the junction environment may result in inaccurate
predictions of structure and thus give rise to incorrect
conductance results. In this case, it is necessary to
perform simulations, such as those we describe in
this paper, to provide input or guidance for deter-
mining the most probable structures for theoretical
calculations.
Although our simulations more closely resemble the

MCBJ experimental technique than previous simula-
tion studies, we note a few important differences
between our method and the experiments. The first
difference is that, unlike MCBJ experiments, the elec-
trodes in our simulations are not contacted prior to
forming each molecular junction. While our simula-
tions often result in molecular junctions immediately
following NW rupture, for the purposes of gathering
meaningful statistics and reducing computational ex-
pense, we have chosen to simulate the spontaneous
formation of molecular junctions without contacting
the electrodes. In this respect, the junction formation
process in our simulations is more similar to that of
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the I(s) and I(t) experimental methods of Haiss and co-
workers.19�21 We note that contacting the electrodes
may help overcome activation barriers involved in
junction formation, especially at lower temperature,
where the spontaneous formation of a molecular
junction is less likely (see Figure 5a).
Another important difference is that, while we

simulate the compression of a junction, in MCBJ
experiments, the conductance is typically monitored
as a junction is elongated. This is an important
difference considering that the strength of the
S�Au bond is high enough to pull short monatomic
chains of Au atoms out of a surface during
elongation59,60 and thus may result in different elec-
trode structures than those we use. Despite not con-
sidering such effects, we argue that the compression of
a junction prior to electrode contact is a fundamental
aspect of the experiments that is likely to influence the
structures emerging during elongation. Therefore, in-
vestigating the details of the compression process is
essential to understanding the behavior of molecular
junctions. Furthermore, for the results presented here,
we fix the structure of the Au tips during the compres-
sion/bridging portion of our simulation methodology.
This appears to be a reasonable assumption, as we did
not observe significant rearrangements of the tips
during test calculations that allowed the tip structure
to change during compression/bridging. However, it is
important to note that experiments typically span
significantly longer time scales than accessible to
simulation, thus atomic rearrangements of the Au tips
may additionally be important.
Finally, we address the impact of elongation rate.

We perform simulations with a fixed elongation rate
of 1 m/s and temperature of 298 K. The rate of
elongation will influence the resulting structural
evolution of the wire; however, this effect will be
much more significant at low temperature (e.g.,
∼4 K), in accordance with the universal energy
release mechanism.35,61 Moreover, in our previous
simulations of Au NWs elongated at 298 K in vacuum,
we did not observe significant differences in the
spectrum of resulting tip geometries for rates ran-
ging from 0.033 to 2 m/s, although subtle differences
in the elongation pathwaywere observed.61We have

chosen 1 m/s for this study as it is more computa-
tionally tractable for systems including BDT.

CONCLUSION

We have demonstrated the utility of an updated
simulation method that allows for the incorporation
of important environmental factors into simulations
of the formation of molecular junctions. Using this
tool, we studied aspects of molecular junctions pre-
viously inaccessible with simulation. We showed that
the extent of surface coverage affects the number of
bridged molecules. Single-molecule junctions were
found to occur commonly at intermediate to high
surface coverages; however, at low interelectrode
separations, maximum surface coverage was found
to provide the highest probability of yielding single-
molecule junctions, owing to the limited occurrence
of multimolecule junctions in densely packed mono-
layers. We found that the reduced adsorbate�
adsorbate interactions at low to intermediate surface
coverages leads to relatively high probabilities for
forming multimolecule junctions. We demonstrated
that electrode geometry affects the number, bonding
geometry, and tilt angle of bridged molecules. In
addition to influencing the number of bridged mol-
ecules, monolayer interactions were found to give
rise to bonding geometry that is higher in energy
than the preferred bonding geometry and tilt angles
that are higher than those of bridged molecules in
the absence of a monolayer. These are important
findings since it has been previously demonstrated
that both bonding geometry and tilt angle can
affect conductance by at least an order of
magnitude11,20,23,56 while also impacting the mea-
sured IETS.34 Finally, we demonstrated that a low
temperature (77 K) significantly reduces the number
of bridged molecules, while resulting in only small
changes in the bonding geometry and tilt angle, in
comparison to 298 K. Our results offer guidance on the
design of monolayers and electrode geometries to
yield desired properties, such as specific bonding geo-
metries and/or tilt angles to control conductance. While
in this paper the focus was on Au�BDT systems, we
emphasize that the simulation methodology is, in princi-
ple, applicable to any metal�molecule system.

METHODS

Elongation and Rupture of BDT-Coated Au NWs. In the hybrid
MD�MC scheme, two processes are simulated that are not part
of a typical MD simulation: elongation of a Au NW and chemi-
sorption of BDTmolecules onto a AuNW surface.We implement
Au NW elongation in the presence of BDT by performing
MD simulations within the LAMMPS simulation package62 in
the canonical ensemble (constant NVT) with the Nosé-Hoover

thermostat applied to control the temperature at 298 K.
The equations of motion are integrated using the velocity
Verlet algorithm and rRESPA multiple time scale integrator,
with outer and inner loop time steps of 2.0 and 0.4 fs, respec-
tively. Elongation is carried out using a stretch-and-relax tech-
nique in which two layers of rigid “gripping” atoms on one end
of the wire are periodically displaced a small amount (0.1 Å) in
the [001] direction. Two additional layers of rigid gripping atoms
reside on the opposite end of the wire, while atoms within the
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core of the wire are dynamic. We allow the core atoms to relax
for 10 ps between displacements of the gripping atoms,
corresponding to a nominal elongation rate of 1.0 m/s. Au�Au
interactions are modeled using the second-moment approx-
imation to the tight-binding potential (TB-SMA).63 TB-SMA is a
semiempirical many-body potential capable of capturing the
band character of metallic elements at a relatively low compu-
tational cost. Furthermore, when compared to DFT calculations,
TB-SMA outperforms other many-body potentials at describing
the energetic and structural evolution of elongating Au NWs.64

BDT bonding to the Au NW is held fixed during MD runs; that is,
the site at which a BDT molecule is bonded to the Au NW does
not change.

In order to model BDT chemisorption, every 10 elongations
(i.e., every 1 Å of NW elongation) we performMC sampling, with
60 000 fixed μVT (where μ is the chemical potential of a BDT
molecule, V is volume, and T is temperature) moves followed by
160 000 fixed NVT (where N is the number of BDT molecules)
moves. We find that applying this MC protocol is sufficient for
equilibration of the metal�molecule interface. That is, applying
more MC moves and/or applying MC moves at more frequent
elongation intervals does not change the results significantly.
The computational cost is also reasonable with this MC sam-
pling frequency.

The purpose of the MC simulations is to allow the BDT to
efficiently sample favorable bonding sites on the Au NW sur-
face. Additionally, since the number of BDTmolecules is allowed
to change during fixed μVTMCmoves, the density of BDT in the
simulation box remains relatively constant for the duration of
the elongation/rupture process. During fixed μVTMCmoves, we
select a given move type with probabilities of 0.45, 0.45, 0.04,
0.04, and 0.02 for BDT center-of-mass (COM) displacement,
COM rotation, insertion, deletion, and identity swap, respec-
tively. For fixed NVT MC moves, we select move types with
probabilities of 0.49, 0.49, and 0.02 for BDT COM displacement,
COM rotation, and identity swap, respectively. In accordance
with the previous work of Pu et al.,65 the excess chemical
potential, μex, of both BDT species is set to �0.525 kcal/mol.

We generate the initial wire configuration by taking a
cylindrical cut from a fcc lattice, oriented along the [001]
direction. The NW contains a total of 2070 Au atoms and is
long enough (12.3 nm) to avoid boundary effects. The box
dimensions in the x and y directions are set to 5 nm, while the
length of the box in the z direction is variable. We apply periodic
boundary conditions in all three directions.

Formation of Molecular Junctions. Following NW rupture, each
BDT-functionalized gold tip is allowed to relax its structure at
298 K using MD. Since molecular junctions form locally in the
break junction created by NW rupture, we extract 100 Au atoms
at each tip prior to pushing the tips together, which consider-
ably reduces the computational rigor of the simulations. The
target surface coverage is obtained by performing MC simula-
tions at constant μVT. To obtain different monolayer arrange-
ments on the tips, we remove all chemisorbed BDT and perform
the simulations with the bare Au tip as the starting point,
initializing the pseudorandom number generator of each simu-
lation with a different random seed. Next, the bulk BDT is
“evaporated” from the simulation box, which is a standard
practice in real experiments. In the simulation, “evaporation”
is accomplished simply by removing from the simulation box all
of the BDT molecules not bonded to one or more Au atoms.
Following this, the BDT SAM is equilibrated at constant NVT for
20 million MC moves. Only one S atom in a BDT molecule is
allowed to bond to the electrode during this process; however,
BDT molecules are allowed to lie flat on an electrode with both
S atoms bonded during the subsequent molecular junction
formation runs. In all cases, the maximum BDT displacement
and rotation is adjusted to obtain a 40% acceptance rate. The Au
atoms are held fixed, while the BDT molecules are modeled as
rigid molecules from an optimized structure using the universal
force field.66 Periodic boundary conditions are applied in the x
and y directions, while reflective walls are placed parallel to the
x�y plane at the þz and �z boundaries. We use a box size of
3.5 nm in the x and y directions.

The spontaneous formation of a molecular junction at
fixed interelectrode distance occurs on time scales of∼0.1 s in
experiment;20 this includes time required for bond formation
and for the molecule to explore sufficient phase space for
bridging. Unfortunately, these time scales are inaccessible
with molecular dynamics simulations, where time steps for
integrating the equations of motion are typically on the order
of 10�15 s. To access time scales of experiments, wemodel the
formation of a S�Au bond using a bonding cutoff, such that if
a S atom moves within 3.66 Å of the appropriate bonding site
(on-top or on-bridge, depending on the identity of the
molecule), the S�H bond dissociates (with the H atom dis-
carded from the simulation) and the S atom covalently bonds
to the Au site. The MC method does not provide information
about the dynamics of bond formation, but rather produces
thermodynamically favored, equilibrium configurations. We
expect this approximation to be valid in the limit of slow
compression rates, where experimental systems are given
sufficient time to reach equilibrium. We note that this treat-
ment may slightly overpredict the formation of molecular
junctions since we do not consider the details of the BDT
chemisorption process, which is beyond the scope of con-
ventional CFF methods; however, we expect the trends to be
qualitatively valid, as our treatment of the bonding process
is consistent for all systems.
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